
boruizhang@ufl.edu

mailto:boruizhang@ufl.edu


















From openai blog

Starts here!

https://openai.com/blog/introducing-gpts


Translating 
languages 



Planning a trip?



Creating a booklist?



Learning how to code?















Artificial Intelligence (AI) A system 
which amplifies people’s own 
knowledge and understanding. -
Vannevar Bush (1945)

Machine learning (ML) is 
the science of getting 
computers to act without 
being explicitly
programmed. - Andrew Ng 

AI

ML



If I forget to feed my dog, then it will be sad

If I give my dog a treat, then it will be happy

If my dog gets nails clipped, then it will be sad

If my family leaves for vacation, then it will be sad

If I give my dog a toy, then it will be happy

If my dog is sick, then it will be sad

More…

Being explicitly programmed?



If I forget to feed my dog, then it will be sad

If I give my dog a treat, then it will be happy

If my dog gets nails clipped, then it will be sad

If my family leaves for vacation, then it will be sad

If I give my dog a toy, then it will be happy

If my dog is sick, then it will be sad

More…

Data 
Collection

AI/ML model 
training/eval

Model 
deployment

(simplified ML 
pipeline)

If there is a 
thunderstorm?

Predictive tasks: 

A prediction

A decision

A recommendation

More…

sad

Data Pre-
Processing



“Conversational 
Partners” 

“Artists” 

Silver, David, et al. "Mastering the game of Go with deep neural 
networks and tree search." nature 529.7587 (2016): 484-489.

Ramesh, Aditya, et al. "Hierarchical text-conditional image 
generation with clip latents." arXiv preprint arXiv:2204.06125 1.2 
(2022): 3.
Ramesh, Aditya, et al. "Zero-shot text-to-image generation." 
International Conference on Machine Learning. PMLR, 2021.

DALL-E 
Computer 
Vision 

Ouyang, Long, et al. "Training language models to follow instructions 
with human feedback." Advances in Neural Information Processing 
Systems 35 (2022): 27730-27744.

ChatGPT
GPT-4

Large Language 
Models



AlphaGO ChatGPTDALL-E

Silver, David, et al. "Mastering the game of Go with deep 
neural networks and tree search." nature 529.7587 (2016): 
484-489.

Computer 
Vision 

Ouyang, Long, et al. "Training language models to follow 
instructions with human feedback." Advances in Neural Information 
Processing Systems 35 (2022): 27730-27744.

Large Language 
Models

AI

ML

DL

Deep learning | neural network 
models (DL or DNN)



DL is 
good 
at :

Complex Data Understanding

Large Scale Data Handling

Transformer model particularly 
handles sequential data well

“The animal didn’t cross the street 
because it was too tired.”

Image: Transformer: A Novel Neural Network Architecture for Language Understanding. (n.d.). 

https://blog.research.google/2017/08/transformer-novel-neural-network.html

The simple goal of the language 
model is to predict the next 
“word”.





Conversation-based 

Generates data: text, image.
Videos not yet.

Language Model

Based on Transformer DL Architecture



Features GPT-1 
(2018)

GPT-2 
(2019)

GPT-3
(2020)

GPT-4
(2023)

Parameters 110 million 1.5billion 175 billion More than GPT-3

Performance

Limitations in 
longer 
context 

understandin
g and 

coherence

Generating 
more 

coherent and 
contextually 
relevant text

Generates human-like text, 
struggles with sarcasm and 

idiomatic expressions

Expected to significantly 
improve upon GPT-3’s 

performance

Potential 
Applications

Basic 
conversation

al agents, 
simple QA 

systems

More 
coherent and 
contextually 
relevant text

Chatbots, virtual assistants, 
content generation, 

research

Creative writing, art, 
improvement of existing 

applications



Image from LifeArchitect.ai

Reinforcement Learning from 
Human Feedback (RLHF)

-- a policy model that 
governs the generation of 
outputs within a given 
environment by controlling 
the states.

Try to be a 
good family 
member!





Hallucination challenges: AI generating incorrect or misleading information, 
often due to gaps in training data or misunderstanding context.

Privacy concerns: Risks of personal and sensitive user data by AI systems.

Copyright complications: Difficulties in ensuring that AI-generated content 
does not infringe upon existing intellectual property rights or copyrights.

Model not open-sourced: Lack of public access to the AI's source code, 
limiting external review and customization.



specific questions or provide clear 
instructionsAsk

relevant context to mitigate hallucination Provide

ambiguity Avoid

research policiesAdhere

fixed golden rulesNo 





Model Competition: More nuanced generative models might 
come out.

Business: Embedding LLM and Computer vision in various 
devices, from smartphones to cars.

Education: Reshaping teaching and learning 

Tech: Simplifying coding tasks by using LLMs to automate 
basic coding tasks, balancing ease of use with complexity and 
improving debugging processes.

User experience: Adapting to changes in payment 
processing, ensuring server stability, and enhancing the overall 
speed and efficiency of user experiences.



An initial overview of how 
ChatGPT functions, illustrated 
through examples.

Explanations of AI, ML, DL and 
the specific domain of 
Generative AI.

Details on ChatGPT’s model 
architecture

Some thoughts on current 
challenges and future 
expectation on Gen AI



Thank you!

boruizhang@ufl.edu
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 https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input

 https://openai.com/blog/introducing-gpts

 https://botpress.com/blog/list-of-languages-supported-by-
chatgpt#:~:text=How%20Many%20Languages%20Does%20ChatGPT,%2C%20Arabic%2C%20and%20many%20
more
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